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Global epistasis makes
adaptation predictable despite
sequence-level stochasticity
Sergey Kryazhimskiy,1,3*† Daniel P. Rice,1,3* Elizabeth R. Jerison,2,3 Michael M. Desai1,2,3†

Epistatic interactions between mutations can make evolutionary trajectories contingent
on the chance occurrence of initial mutations. We used experimental evolution in
Saccharomyces cerevisiae to quantify this contingency, finding differences in adaptability
among 64 closely related genotypes. Despite these differences, sequencing of 104 evolved
clones showed that initial genotype did not constrain future mutational trajectories.
Instead, reconstructed combinations of mutations revealed a pattern of diminishing-returns
epistasis: Beneficial mutations have consistently smaller effects in fitter backgrounds. Taken
together, these results show that beneficial mutations affecting a variety of biological
processes are globally coupled; they interact strongly, but only through their combined effect
on fitness. As a consequence, fitness evolution follows a predictable trajectory even though
sequence-level adaptation is stochastic.

E
pistatic interactions betweenmutations are
pervasive in microbial and viral systems
(1–6). In some cases, a single mutation can
open up previously unavailable opportuni-
ties for a population to colonize a new

metabolic niche (2) or survive in a previously
intolerable drug concentration (3). Such idio-
syncratic epistasis makes evolutionary trajecto-
ries dependent on the chance occurrence of
initial mutations that constrain or potentiate fu-
ture adaptation. This historical contingency can
render adaptation fundamentally unpredictable
(7). However, recent work has also provided evi-
dence for more systematic patterns of epistasis
(8–10), which can drive convergent phenotypic
evolution (11–13) or can lead to parallel adapta-
tion at the sequence level (14). These observa-
tions suggest that evolutionary outcomesmay be
statistically predictable ifmutations causing idio-
syncratic changes in adaptability are rare, and if
epistasis instead channels evolution into conver-
gent phenotypic or genotypic pathways.
To test how epistasis and historical contin-

gency affect the predictability of adaptation, we
conducted a hierarchical laboratory evolution
experiment in S. cerevisiae (fig. S1). In the first
phase of the experiment (“diversification”), we
created 432 independent lines from a single
haploid clone (the diversification ancestor, DivAnc)
isolated from an earlier long-term evolution ex-
periment (15).We evolved each line independently,
half at large and half at small population size, in
rich media in 96-well microplates for 240 genera-
tions (16).We then selected 64 clones (“founders”),
each from a different line, chosen to span a range

of fitness relative to the DivAnc (16) (table S1).
Founders differed from the DivAnc by 4.2 muta-
tions on average (16). In the second phase of the
experiment (“adaptation”), we founded 10 inde-
pendent replicate populations with each founder
and then allowed each of the resulting 640 lines
to adapt at large population size for 500 gen-
erations. This enabled us to compare variation
among lines descended from the same founder
(which reflects the inherent stochasticity of evo-
lution) to variation between lines descended from
different founders, thereby providing an assess-
ment of the extent to which genetic background
influences evolution.
The competitive fitness of each population

after 250 and 500 generations of the adaptation
phase increased on average by 3.3% and 6.6%,
respectively (Fig. 1A and table S2). However, not
all populations adapted at the same rate. Instead,
the initially large variation in fitness between
lines declined with time (Fig. 1A). We carried out
an analysis of variance (ANOVA) to partition ob-
served variance in fitness increase during the
adaptation phase into contributions from mea-
surement noise, inherent stochasticity of the evo-
lutionary process, and the identity of the founder
(16, 17). After 250 generations of adaptation, 49%
of the variance in fitness incrementwas attributed
to inherent evolutionary stochasticity, 17% to
measurement error, and 34% to founder iden-
tity; after 500 generations, 29% of the variance
in fitness increment was attributed to inherent
stochasticity, 21% tomeasurement error, and 50%
to founder identity (Fig. 1B and table S3). This
demonstrates that genetic background is a key
determinant of howrapidly apopulationwill adapt.
These differences in adaptability are not ran-

dom: Populations with lower initial fitness sys-
tematically adapt more rapidly than populations
with higher initial fitness, driving the overall pat-
tern of convergent evolution in fitness (Fig. 1C).
We further partitioned the variation in fitness

increment attributed to founder identity and found
that after 250 generations of adaptation, 31% of
this variation was explained by the fitness of the
founder, whereas 3% was determined by its spe-
cific genotype; for 500 generations, these percent-
ages rose to 46% and 4%, respectively (Fig. 1B
and table S3). Thus, the differences in adaptabil-
ity between founders are almost entirely predicted
by their differences in fitness and are indepen-
dent of the specific mutations underlying this
fitness. The initial fitness of the founder therefore
predicts the average rate of adaptation in its de-
scendant lines (Fig. 1D). Although the effects of
specific genotype on adaptability are rare or weak,
they are significant (fig. S2 and tables S3 and S4).
A negative correlation between fitness and

adaptability has also been observed in prokary-
otes (11, 12), and it is consistent with the common
observation in evolution experiments that the
rate of increase in fitness slows down over time
(13, 18). Combined with this earlier work, our
results suggest a general “rule of declining adap-
tability” that holds for prokaryotes and eukary-
otes adapting to rich andminimalmedia. Further,
our observations support a stronger version of
this rule: Genotypes with lower fitness are more
adaptable than those with higher fitness, and dis-
tinct genotypes with identical fitness are equally
adaptable (up to the rare or weak exceptions
noted above). This is consistent with the argument
recently presented in (13).
The rule of declining adaptability could arise

for two non-exclusive reasons. First, there could
be only a few ways to increase in fitness. In this
model, high-fitness founders have lower adapta-
bility because they have already acquired all or
most of the possible strong-effect beneficial mu-
tations: They are “running out” of beneficial mu-
tations. In contrast, low-fitness founders adapt
more quickly because they have not yet acquired
these mutations. More generally, some groups of
mutations may have redundant functional ef-
fects (e.g., those that knock out a given pathway).
In this case, the number of nonredundant ways
to increase fitness would be much smaller than
the number of distinct beneficial mutations. We
refer to this general form of the running-out-of-
mutations hypothesis as the “modular epistasis”
model [inspired by (14)]: Each beneficial muta-
tion improves a single module, mutations within
each module are redundant, and high-fitness
founders adapt more slowly because they have
fewer remaining modules to improve, especially
among those modules that confer the largest fit-
ness gains (16).
Alternatively, mutations arising in higher-fitness

backgrounds may be less beneficial than those
arising in lower-fitness backgrounds; that is,
diminishing-returns epistasis may be pervasive
among adaptivemutations, as suggested by (8–10).
This epistasis could have two forms. If epistasis is
idiosyncratic, mutations may often have widely
different effects in different genetic backgrounds
(possibly including sign epistasis, where the sign
of the fitness effect depends on genetic back-
ground), but the average effect of a beneficial
mutation is smaller in fitter backgrounds. On the
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other hand, if epistasis is global, each individual
beneficial mutation provides a smaller advantage
in a fitter genetic background. This latter model
implies that the effect of each mutation depends
on all other mutations, but only through their
combined effect on fitness.
In the modular and idiosyncratic epistasis

models, different founders have different sets
of beneficial mutations available to them. Hence,
in both models we expect lines descended from
the same founder to take more similar muta-
tional trajectories than lines descended from
different founders. In the modular model, we
expect each mutation to either confer some
fixed advantage (in genotypes lacking muta-
tions in that module) or be neutral (in geno-
types that already have a mutation in that
module). In the idiosyncratic epistasis model,
we expect individual mutations to have a var-
iety of different fitness effects in different genetic
backgrounds. In contrast to these two models,
in the global epistasis model all genotypes ac-
quire beneficial mutations from the same pool,
but the advantage conferred by each mutation
consistently declines with the fitness of the ge-
netic background. In this model, founder iden-
tity should not affect subsequent mutational
trajectories.
To assess the extent to which these three types

of epistasis contribute to the rule of declining
adaptability, we sampled one clone from each
population descended from 15 founders at gen-
eration 500 of the adaptation phase and se-
quenced their complete genomes (16, 19). We
found that four sequenced clones acquired a
mutator phenotype during the adaptation
phase, and two founders and all their descend-
ants became diploid (fig. S3). We excluded these
from further analysis, leaving a total of 104
sequenced clones descended from 13 founders
(16). We identified a total of 55 mutations that
occurred in these founders during diversifica-
tion and 1149 mutations that occurred in their
descendants during adaptation. We annotated
eachmutation to a gene or intergenic region and
classified coding mutations as synonymous or
nonsynonymous (Fig. 2A and table S5). Because
most synonymous and intergenic mutations are
likely neutral hitchhikers, we restricted analysis
to putatively functional nonsense, frameshift,
nonsynonymous, and promoter mutations (818
total mutations).
In contrast to experiments in bacteria and vi-

ruses (14, 20), all but four mutations are unique
at the nucleotide level, consistent with earlier
work in S. cerevisiae (21). However, we found
significant gene-level convergent evolution. For
example, 24 genes had mutations in at least
three replicate lines [versus 2.7 genes expected by
chance; multinomial test, P < 0.01 (16) (tables S6
and S7)], indicating thatmostmutations observed
in these “multi-hit” genes are likely beneficial.
Moreover, mutations in genes involved in nega-
tive regulation of Ras, cell cycle regulation, and
filamentous growth were enriched (table S8),
demonstrating convergence at higher levels of
biological organization.

We next compared the total number of mu-
tations observed in different evolved lines.
Among lines descended from a given founder,
the lines that increased most in fitness ac-
quired more mutations on average in multi-hit
genes, as we would expect if these mutations
are beneficial (fig. S4). The modular epistasis
model predicts that lines descended from
high-fitness founders should acquire fewer ben-
eficial mutations than those descended from
low-fitness founders, because the former have
fewer ways to improve. However, this is not
the case: The numbers of putatively functional
mutations in lines descended from different
founders are not significantly different (Fig.
2B and table S9). This result is also surprising
under the diminishing-returns epistasis mod-
els, although not strictly inconsistent with them
(22). Because neutral hitchhiker mutations could
mask differences in numbers of beneficial mu-
tations between lines (23), we repeated this
analysis on more restricted sets of “putatively

beneficial mutations” [e.g., those in multi-hit
genes (24)]. We found similar results in all cases
(figs. S5 and S6).
In the modular and idiosyncratic epistasis

models, many mutations are beneficial only in
particular genetic backgrounds. Hence, these
models predict that clones descended from the
same founder should on average have more mu-
tations in common (parallelism) than expected
by chance, given the observed degree of overall
convergence. However, this is not the case. In-
stead, clones descended from the same founder
are not significantlymore likely to sharemutations
than clones descended from different founders
(Fig. 2, C and D, and fig. S7), as expected in the
global diminishing-returns epistasis model. This
pattern holds regardless of the level at which we
define parallelism and convergence (genes or GO
Slim categories).
We next selected three genes (SFL1,WHI2, and

GAT2) inwhichwe found putative loss-of-function
(nonsense or frameshift) mutations in three or
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Fig. 1. Fitness evolution. (A) Distribution of mean population fitness over time, relative to the di-
versification ancestor (DivAnc). Inset shows interpopulation fitness variation over time. (B) Fraction
of the variance between lines in fitness increment that is attributable to each indicated component
after 250 and 500 generations of the adaptation phase. All variance components are significant
(table S3). (C) Relationship between founder fitness and population fitness after 250 and 500
generations of adaptation. (D) Relationship between founder fitness and the mean fitness of the 10
independent lines descended from that founder, after 250 and 500 generations of adaptation. Error
bars denote SEM.
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more lines, suggesting that knockouts of these
genes are beneficial in our system. GAT2 dis-
plays the strongest signature of parallel evolution
in our data (Fig. 2D) and therefore represents
the strongest candidate for idiosyncratic epis-
tasis. We constructed separate targeted knock-
outs of each of these genes, along with one
control gene,HO, in several replicates into all 13
founders, DivAnc, and four additional clones
(16) (table S1). We measured the fitness ef-
fects of each knockout in each background,
and found a negative correlation between the

fitness effect of the gat2D, whi2D, and sf l1D
gene deletions and the fitness of the back-
ground strain (Fig. 3). Furthermore, there were
no idiosyncratic epistatic interactions specific
to particular genotypes: Up to small deviations,
the fitness effect of each knockout depends only
on the fitness of the genetic background and
not on the specific mutations present in that
background.
Taken together, these results support the glob-

al diminishing-returns epistasis model as the
dominant explanation for declining adapta-

bility with increasing fitness, and paint a sur-
prisingly simple picture of adaptation in our
system. Many mutations scattered across many
biological processes appear to be beneficial. Yet
despite their lack of apparent functional rela-
tionship, these mutations are globally coupled
by diminishing-returns epistasis; their effects
are strongly mediated by background fitness
but are otherwise essentially independent of
the specific identity of mutations present in
the background. The biological basis of this glob-
al coupling remains unknown. Nonetheless, it
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leads to a striking pattern of convergent evo-
lution, making fitness evolution relatively pre-
dictable. Despite this fitness-level convergence,
evolution remains highly stochastic at the geno-
type level, likely because many distinct muta-
tional paths can lead a population to any given
fitness.
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NONHUMAN GENETICS

Genomic basis for the convergent
evolution of electric organs
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Little is known about the genetic basis of convergent traits that originate repeatedly over
broad taxonomic scales. The myogenic electric organ has evolved six times in fishes to
produce electric fields used in communication, navigation, predation, or defense. We have
examined the genomic basis of the convergent anatomical and physiological origins of
these organs by assembling the genome of the electric eel (Electrophorus electricus)
and sequencing electric organ and skeletal muscle transcriptomes from three lineages
that have independently evolved electric organs. Our results indicate that, despite millions
of years of evolution and large differences in the morphology of electric organ cells,
independent lineages have leveraged similar transcription factors and developmental and
cellular pathways in the evolution of electric organs.

E
lectric fishes use electric organs (EOs) to
produce electricity for the purposes of com-
munication; navigation; and, in extreme cases,
predation and defense (1). EOs are a dis-
tinct vertebrate trait that has evolved at

least six times independently (Fig. 1A). The tax-
onomic diversity of fishes that generate elec-
tricity is so profound that Darwin specifically
cited them as an important example of con-
vergent evolution (2). EOs benefit as a model for
understanding general principles of the evolu-
tion of complex traits, as fish have evolved other
specialized noncontractile muscle-derived or-
gans (3). Furthermore, EOs provide a basis to
assess whether similar mechanisms underlie
the evolution of other specialized noncontrac-
tile muscle derivatives, such as the cardiac con-
duction system (4).
Electric organs are composed of cells called

electrocytes (Fig. 1B). All electrocytes have an
innervated surface enriched in cation-specific ion
channels and, on the opposite surface, an in-
vaginated plasma membrane enriched in sodium
pumps, and, in some species, ion channels as
well. The functional asymmetry of these cells,
and their “in-series” arrangement within each
organ, allows for the summation of voltages, much
like batteries stacked in series in a flashlight.

Although EOs originate developmentally from
myogenic precursors, they are notably larger than
muscle fibers (5). Further, they either lack the
contractile machinery clearly evident in electron
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